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This paper discusses non-radiative processes that are relevant to the luminescence characteristics of optically active ions doped into
insulators or large-gap semiconductors, with particular attention to how these processes are affected as the particle size is reduced
from bulk single crystals to as small as a few nanometers. The non-radiative processes discussed in this article are thermal line
broadening and thermal line shifting, relaxation via phonons between excited electronic states, vibronic emission and absorption,
and phonon-assisted energy transfer. Given that one of the main effects of confinement in these particles is on the phonon density of
states, we pay particular attention to how these non-radiative processes are altered due to the change in the phonon density of states

as particle size decreases.
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Inorganic insulators doped with rare-earth ions and transition metal
ions represent an important class of luminescent materials for many
applications, including phosphors for lighting, scintillators, solid-state
laser materials, bio-markers for imaging, and nanothermometry. Fol-
lowing excitation by radiation, the optical ions usually undergo some
degree of non-radiative relaxation releasing a part or all of its energy
to the lattice. During the non-radiative relaxation, all or part of the
electronic energy initially stored in the optically active ion is converted
into phonons.

From the perspective of energy efficiency of luminescent mate-
rials, it may seem beneficial to attempt to eliminate non-radiative
processes altogether. However, the conversion of electronic energy
into heat energy following excitation is, in fact, desirable to many
applications. Non-radiative processes play an important role in con-
verting light from the blue LED into red and green light for white
light generation in lamp phosphors, for efficient operation of many
solid-state lasers, for energy transfer and multiphonon relaxation in
bio-imaging, and also for the establishment of thermal equilibrium,
the principle on which thermometry is based. For these technologies
to be optimized, non-radiative processes must be controlled, or at least
carefully considered. Thus, understanding these processes is of great
interest to the luminescence community. The specific non-radiative
processes addressed in this work are thermal line broadening, thermal
line shifting, decay via a phonon from one electronic level to another,
vibronic transitions, and phonon-assisted energy transfer.

The main focus of this work is on how non-radiative processes are
affected as the particle size decreases into the nano-regime. Generally
speaking, the two main effects of going from the bulk to the nano are:
(1) an increase in the surface to volume ratio, and (2) a reduction in
the phonon density of states. Item (1) often leads to an increase in
defect sites (mostly near the surface) and surface states, which in turn
tends to decrease the luminescence efficiency as one goes from the
bulk to the nano. This nonradiative process is outside the scope of this
article. Item (2) on the other hand, is a theme that runs throughout
this work. Most non-radiative processes that play a significant role
in the luminescent properties of these systems involve phonons, and
most of those will be, at least in theory, affected by a change in the
phonon density of states of the lattice. One goal of this paper is to
present results that demonstrate how the reduced density of states in
nanoparticles affect the aforementioned processes, and under what
conditions will such affects be noticeable.

This work reviews some of the theoretical basis of non-radiative
transitions of optically active ions in solids, beginning with the

*Electrochemical Society Active Member.
“E-mail: jcollins @wheatonma.edu

electron-phonon coupling operator, which couples the electronic mo-
tion to the nuclear motion. The systems of primary interest in tis
paper are those in which this coupling is weak, such as f-f transitions
of rare earth ions and some sharp-line transitions in transition metal
ion-doped systems, such as the ?E to *T, transition in some Cr-doped
oxides.

Electron-Phonon Coupling

An optically active of ion embedded in a solid consists of two
subsystems: the electrons and the nuclei. Because the ratio of the
nuclear mass to the electronic mass is on the order of 10°, the nuclei
move more slowly than the electrons by a factor of 1072—1073. Thus,
the electrons and the nuclei constitute a fast subsystem and a slow
subsystem, respectively. The formal separation of the electronic and
nuclear motions is called the adiabatic approximation, and results
in a wavefunction of the system that is a product of an electronic
wavefunction, ¢;(r, R), and the nuclear wavefunction, y; ;(R).

Wik (r, R) = ¢ (r, R) Xix (R) [1]

This is called a Born-Oppenheimer wavefunction. In Equation 1 r
represents the positions of the electrons, and R the nuclear positions.
Also, the electronic wavefunction ¢;(r, R), has only a parametric de-
pendence on R. Treatments in the literature on the adiabatic approxi-
mation as applied to molecules or to ions in a solid are plentiful, [e.g.
1 - 9], and so are not discussed here.

Writing the states in the form of Equation 1 is a result of ne-
glecting terms in the Hamiltonian that are responsible for coupling
the electronic and nuclear motions. These neglected (non-adiabatic)
terms form the electron-phonon coupling operators, which make pos-
sible non-radiative decay of an ion from an excited state. The two
most commonly used forms of the Adiabatic Approximation are the
Crude Adiabatic Approximation and the Born-Oppenheimer Adia-
batic Approximation. Each of these approximations has its own form
of the electron-phonon coupling operator, which are now separately
discussed.

Type A electron-phonon coupling.— In the Crude Adiabatic Ap-
proximation, the wavefunctions of an ion in a solid is given by

W (r, R) = &} (r, Ro) X (R) (2]

where Ry are the nuclei positions fixed at their equilibrium positions
when the optically active ion is in its ground state. In arriving at
Equation 2, the interaction Hamiltonian between the electrons and
nuclei of the system is written in the following form:

U@, R)=U(r,Ry)+ AU (r, R) [3]
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Figure 1. Representation of a one-dimensional solid in the presence of a
longitudinal wave. Equilibrium positions of the atoms are given by the dashed
lines, separated by a distance a, and actual positions are labeled by x;. The sine
wave is a representation of the displacement of the ions from equilibrium as
a function of the horizontal position, with regions of tension and compression
indicated. In the long wavelength approximation, the strain in the lattice is
proportional to (47 — ;). (Figure 3 is adapted from Reference 4).

where U (r, Ry) is the potential energy of the systems with the nuclei
at fixed positions, and AU(r, R) takes into account the change in
potential energy of the system due to deviations of the nuclei from their
equilibrium positions. To find the electron-phonon coupling within the
Crude Adiabatic Approximation, we first write AU (r, R) in a more
useful form.

For the systems considered in this work, the wavefunctions of the
optically active ion are highly localized to the central ion, and so we
need concern ourselves mainly with the perturbation of the optically
active ion by the motion of the surrounding ions. When the optically
active ion is displaced from its equilibrium positions, the change in
energy is due only to a relative change in the distance between the
optically active ion and its neighbors. We denote the distance between
the optically active ion and its neighbor (labeled o) as R;,,q, and
the equilibrium distance between them as R;,, 0. This change in
potential energy between the ion and its neighbors, which we write as
AU, (r, R), can be expressed in terms of a Taylor expansion:

AUion (r7 R) = Uion (rv R) — Uion (rv RO)

0 Uimz 1 82(Jion
z?[m]o (e = Reres) 3 2 5,

o.p
X (Rion.oc - Rion,a,()) (Rion.oc - Rion,ﬂ,()) + ...
=AUY £ AUR 4. [4]
where AU and AU are given by
aU;
AU'(I) = — Riona — Rion 5
ion Xa: aRa 0 ( o .0(.0) [ ]
1 02U;
AU,'(,?; == [é] Rion - Rion 0 Riun. - Rion 0
2 %: aRion,BaRion,a 0( “ “ )( * P )

(6]
In order to gain some physical insights into these terms, consider
the simple case of a linear solid, shown in Figure 1. The atoms are
separated from their neighbors by a distance a, and are free to vibrate
longitudinally. The displacement of the [/ ion from its equilibrium
position is given by ¢;. In addition to the displacements, Figure 1 also
shows a representation of the longitudinal acoustic wave in the crystal.
In the long wavelength approximation, the strain, ¢, at the I”* site can
be written as:*

g o D = (X141 —x) —a 7]

0x a a

g =

Thus, the strain is proportional to the change in distance between the
optically active ion and a neighboring ion. In the case of an ion in a
solid, (x;+1 — x;) —a in 7 is replaced by R;on.a — Rion.a.0- Comparing
7 and 4, the change in potential energy experienced by the optically
active ion due to the displacements of the ions in the solid can be
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written as the sum of powers of the strain.

AUioy (r, RY =Y Vigta+ Y Vauka® + ... (8]

For a linear system of like ions experiencing a longitudinal wave,
as shown in Figure 3, the form of the strain given in 7 is particu-
larly simple. For a three dimensional crystal consisting of different
ion types, transverse and longitudinal waves, and going beyond the
long wavelength limit, the situation is much more complex. We shall,
however, make the assumption that we can write the AU,,,(r, R) in
the form given in 8.

Threating AU D as a perturbation, the electronic wavefunction

ion

corrected to the first order is:

(69 ¢ R | AU,

ion

4, Ro))

o(r, R)=¢f (r, R)) + Y

J#i

) (r, Ro)

191
Thus, the first order corrected states in the Crude Adiabatic Approxi-
mation are:

Gj — €

v (r, R)

(890 Ro) [ AT

ion

4 (. R)

=(o) (r, Ro)+
J#

) (r, Ro)| Xk (R)
€ —¢&

(10]

The sum in 10 contains terms of the form
(0;(r, R)IAUY |¢:(r, Ry)), which mix the various electronic

states of the system, indicating that the displacements of the nuclei

from equilibrium cause transitions from one electronic state to
another. Thus, AU,-(,:,)l is an example of an electron-phonon coupling
operator. It is interesting to note that the wavefunctions in 10 are

the product of a purely electronic wavefunction, in brackets [ ], with
nuclear wavefunction. That is, when AU/" is used as a perturbation
to the electronic wavefunction only, it mixes various electronic states,
but does not couple the electronic wavefunction to the vibrational
wavefunction. The electronic and the nuclear states are not truly
coupled in the usual sense, and the corrected wavefunction 10 is
still considered “adiabatic”. This type of the coupling is known as

electron-phonon coupling of type A.°

Type B electron-phonon coupling.— In the Born Oppenheimer
Adiabatic Approximation, the states of the system are given by 1.
In arriving at Equation 1 as a solution to the Schrodinger Equation for
an ion in a solid, certain terms in the full Hamiltonian were ignored.
As shown any of References 1-9, these terms originate from the terms
in the full Hamiltonian associated with the kinetic energy of the nu-
clei. Specifically, operating on the Born-Oppenheimer wavefunction
(Equation 1) with the nuclear kinetic energy operator gives

2 N }il N R
2
_ - v .|V
o Vb RO (R) =~V [ o)
J- - -
}iZ

=5 [Wﬁx + 1920 +2(Ved) - (%x)] [11]

Because the last two terms in brackets {} on the right of Equation 11
contain derivatives of the electronic wavefunction with respect to the
nuclear coordinates, they couple the nuclear motion to the electronic
motion. We define a non-adiabatic Hamiltonian, Hy,, by the last two
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terms in 11 in the following manner.

7> 1 >
HyaW (r,R) = _E Z th',k (R) V§¢i (r,R)

1 - -
Y S (Va7 R) - (Ve (R) - [12]

o

At this point, it is typical to assume that the first term on the right
in 12 is negligible compared with the second. Under that assumption,
12 becomes

1 - .
Hy ,Wii(r, R) = —R* Z H(Vacbi(r, R)) - (VaXix)- [13]

Treating Hy, , as a perturbation, the first order, non-adiabatic wave-
function is given by:

v R) =

=4 -

ﬁZ v, ,R V(x i ,R . v(! . \IJI' ,R

\pl._k(r,R)_ZZﬁ< (s BIC ¢(;_))E(. Y| Wii(r, R))
J# a « J i

x W (r, R) [14]

. 1 .

The wavefunction \IJ,E ) in 14 cannot be expressed as a product of
an electronic wavefunction and a nuclear wavefunction, so it is a true
non-adiabatic wavefunction. Hy, , is referred to as the electron-phonon

coupling of type B.°

Representation of Eigenstates and Operators

In order to apply the previous treatments to phonon-related pro-
cesses in solids, we must first represent the vibrational states of the lat-
tice and electron-phonon coupling operators in the appropriate forms.
To do so, we make the following assumptions:

1. The nuclei vibrate in a harmonic potential. In this so-called “har-
monic approximation”, each normal coordinates O, is associated
with the k" vibrational mode of the solid and oscillates with a
frequency w;. Each mode acts as a harmonic oscillator, with the
excitation of the k™ oscillator corresponding to the number of
phonons, 7y, in that mode. The energy of the lattice is:

1
E:EO+Z<nk+§>h—wk [15]
k

where E, is the energy of the lattice with the nuclei at their
equilibrium positions.

2 The normal modes of the solid act independently, with no commu-
nication between them. In this assumption, the eigenstates of the
lattice vibrations, ¥ (Qy), are products of the states of the normal
modes:

% Qo =[]Inm)=1m)n)lns)...Imd.. | naye),

k
[16]
where N is the number of atoms in the solid.

It should be noted that neither of the assumptions above are strictly
valid. Experiments on phonon decay times have shown that phonons
generally do decay into other, lower energy modes [e.g. 10, 11]. Also,
the assumption of a harmonic approximation is only valid for very
small amplitudes of vibration. As the amplitudes increase (i.e., as
temperature increases), the restoring force becomes increasingly non-
linear. Frenkel noted early on that such non-linear effects cause a
breakdown of the adiabatic separation between the electronic and nu-
clear subsystems, thus allowing lattice vibrations to cause electronic
transitions.'? Despite these assumptions, working with the states as
described in 16 does lead to results that adequately explain the behav-
ior of many systems across a range of temperatures.
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In order to make use of 16, the electron-phonon coupling operators
must be expressed in terms of the normal coordinates of the lattice.
For the electron-phonon coupling of type A, given in terms of the
strain operator in Equation 8, it is convenient to express the strain
in terms of the phonon annihilation and creation operators, a and
a’, respectively. We do not derive this expression here, but simply
present the result. The reader is referred to the text by Henderson and
Imbusch? for details of the derivation.

Referring to the case of a linear solid shown in Figure 1, it can
be shown that the displacement of the /" ion from its equilibrium
position, g;, can be written in terms of the generalized position has the
following form:*

1 1/2
q,=(ﬁ> D Quexp (—ixa) [17]
k

where a is the spacing between atoms, k is the wave vector associated
with the k" mode, N is the number of atoms in the linear chain. Using
17, the local strain at the site of the I jon, as approximated in 8, due to
the k" normal mode can be expressed in terms of a; anda,i as follows:

i 12
g = —i [ —k (@ —ap) [18]
= amneg ) T

where v, is the velocity of the sound associated with the k" mode.
Again, the reader is referred to Ref. 4 for the full derivation of 18. The
operator for the electron-phonon coupling of type A is obtained by
inserting 18 into the expansion similar to 8, except the sum is over all
the normal coordinates. Keeping only the first two terms, the result is:

AU, ~ AUV + AUP

on on

= Vgt + Vel [19]

Recall that 19 applies to a linear chain of atoms in the long wavelength
approximation. For practical reasons, however, it is usually assumed
that the simplified version of the strain operator in 18 has the same
form for all normal modes in a three-dimensional crystal.

The electron phonon coupling of type B is given by the non-
adiabatic Hamiltonian, Hy,,, defined by Equation 13. To express 13
in terms of the normal coordinates, recall that iV, = P,. The kinetic
energy of the lattice in Cartesian coordinates and in normal coordinates
is:

p? P? R? 1/ a0\
=2 o, = 2w, = 2;Mk<an) 201
where the first sum is over all nuclei, the second and third sums are
over all normal modes, and the M, are properly weighted masses.
Using the term on the far right in 20, and re-deriving Equation 13, it
is readily seen that the electron-phonon coupling operator of type B
operating on the adiabatic wavefunction of the system is expressed as:

1 (3¢ (r, Q) %, (Q)
H, V0 =-hYy — . : 21
NA (r, Q) Xk: M, ( 30s ) ( 90, ) [21]

This is the operator representing the electron-phonon coupling of
type B written in terms of the normal coordinates of the lattice. We
note that calculating the first term in parentheses in 21 is very diffi-
cult, requiring detailed knowledge of the electronic wavefunction. On
the other hand, the last term in the sum in 21 is readily calculated
in the harmonic approximation, since it contains the first derivatives
of the standard harmonic oscillator wavefunctions. The matrix ele-
ments containing this term are frequently calculated in determining
non-radiative transition rates between electronic levels using a single
configurational coordinate model [13, 14 and references therein].

Thermal Broadening and Shifting of Sharp Spectral Lines

Thermal broadening of spectral lines.— The broadening of a spec-
tral line can be caused by several interactions, among which are the
following:
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(60, — 1o+ 1| AU 091 = 1) (09, = 1o | AU |08, i e
(\IJJ‘"AUimz "III)ZZ E-—(E-—ﬁ(,l))
j i i k
Z< Oome— 1 + I‘AU,S,: ohn — l,nk/><¢3, M e + I‘AU,((B 0, nk,nkf>
+
; € — (Gj —h(,l)k/)
+<¢?,i’lk —1,np + 1‘AU,-(3,), ¢?vnk,nk’>~ [24]
1. Strain Broadening - These are site-to-site variations in the crys- Using 22 to replace for AU and AU® in 24 recalling that
. . . . .. . on on >
Fallme ﬁeld at(ithe ion due to stralrlls in the crystal. This is a static aln) = /ln — 1) and a'|n) = /n + I|n + 1), and assuming that
interaction and 1s present at even low temperatures. hoy,hop < €; for all intermediate electronic states, j, 24 becomes:
2. Lifetime Broadening: This category includes all processes that af-
fect the lifetime (t) of the ion in its excited state, thereby changing <LIIf [AUjop| ;) = o'/ opooprng (npy + 1) [25]
the linewidth (AE) through the uncertainty relation: AEt > h/ h
2. The processes are radiative decay, nonradiative decay, and vi- where
bronic transitions. Even for allowed transitions, the broadening ‘ <¢0-|V ’¢Q>‘2
due to this term is less than the strain broadening observed in o = n Z JU + ¢0 V[0 26
. = > i 2|¢,‘ [ ]
single crystals. Mv o € —¢€;
3. Direct processes: These processes involve a transition from one !
level to another via the absorption or emission of a phonon. This The transition probability per unit time due to modes k and k’ is
term has been found to be of secondary importance in most sys- 5
tems, and so will not be discussed here. W = o Porwun, +Do(w 27
4. Raman Scattering: This occurs via the emission of a phonon (W Raman o "> ’ ‘ ko g (5 )Q( f)7 271

from one mode and the absorption of a phonon from a different
mode. The initial and final electronic states are the same, and
the intermediate electronic state is virtual. It is a second order
process, and is found to be the dominant contributor to the line
broadening in several systems [e.g. 15-18]. This process is shown
in Figure 2.

To investigate this interaction, we utilize the electron-phonon cou-
pling of type A, as given by Equations 18 and 19. Note that this form of
the adiabatic approximation utilized the Crude Adiabatic Approxima-
tion, and so is only valid for systems for which the relevant electronic
states have nearly the same equilibrium position. For more strongly
coupled systems, we refer readers to, for example, References 4 and
19.

For weak electron-phonon coupling, Equations 18 and 19 can be
used to determine the interaction term to the second order. The result
is:

Q

AUY + AU®

on on

Al]ion

ﬁ(x)k 172 T
Vi Ek (m) (ar — ay)
h
Vs Ek: o (ax — ap)ay —aj,)  [22]

where we have assumed V; and V, are independent of the phonon
mode k. The states of the system are products of an electronic part
and a nuclear part.

W) = |$) @ |nnans...ng...) =|d, nnyns ... ng...) [23]

Since Raman scattering is a second order process, the contributing
terms derive from

1. the first order term in 22 with the first order correction to the
initial and final states, and
2. the second order term in 22 with the zero™ order states.

The relevant matrix element for the Raman process is:

where o(w f) represents the density of final states of the phonon field.
To find the total transition rate for these Raman processes, we must
integrate over all phonon modes k and k’. For sharp lines, where the
width of the line is much less than the Debye frequency, we estimate
o(wy) as

(28]

Inserting 28 into 27 and integrating over all phonon modes, we
obtain:

a(wy) = @ (o) @ (wir) 8 (wr — wp) doydwy = @7 (wy) dox.

2
Wraman = 57]21: ’u/‘z / wzn (n + 1) Qz ((D) do [29]

Recalling the expression for the phonon occupation number of the
k" mode,

1
nzie”“’/”—l’ [30]
the total transition probability becomes
w = ’|2/ Qo) — 31]
aman = 5 |& (Y (Y .
R 12 @ (@m/kr _ 1)2

In the Debye approximation, o(w) = 3Vw?/2n%v3, 31 takes the
following form:
op

0

WSSO KT

(kT — 1)2

2 9V?
4ol

271
=

o]

dw, [32]

WRaman =

where wp is the Debye frequency. It is convenient to rewrite 32 in
terms of the unitless parameter x =/iw/ kT and the Debye temperature
Tp =hwp. The result is:

, To/T
T x0e*
Weraman = @\ —— 72d-x [33]
Tp (e =1
0
where a = %(‘Z—”)ﬂaﬂz, and is referred to as the electron-phonon

coupling constant. The temperature dependence of 33 is contained in
the T7 term outside the integral and in the upper limit of the integral,
Tp/T. In the limit as T— 0, the upper limit goes to infinity, and the inte-
gral is simply a constant. Thus, the contribution of Raman processes to
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A A
(I)i nk"’l,nkl-l q)i nk+1,nkr—1
hv,.
hv,
q)J nk+1,nk' ¢J nk’ nk"l
hv,.
hv, A
bin,ny
¢iny ,ny

Figure 2. The Raman process: Both diagrams above show the absorption of
a phonon of frequency v then the emission of a phonon of (frequencyvy. The
initial, intermediate and final states are indicated.

the linewidth goes as T7, which goes to zero as T—0, as expected. At
high temperatures (T > Tp) we may use the approximation ¢* ~ 1 +
X, so the integral goes roughly as x>, and the temperature dependence
goes as T2

In many systems, the contribution of the Raman term at low tem-
peratures is much less than the residual linewidth, which is due to
inhomogeneous broadening by variations in the sites of the ions in the
lattice. In such systems, the linewidth is given by an equation of the
form [e.g. 15-17],

X
6

-1 x%e*
Ae=Ae¢+A— | —dx, [34]
X (er—=1)

0

where Ag, represents the residual linewidth and A is proportional to
the electron-phonon coupling constant. A graph of the function de-
scribed in 34 is shown in Figure 3 for various values of Ae¢g. The units
used are arbitrary, and the graph is simply intended to show the tem-
perature dependence of the thermal contribution to the linewidth. As
seen in Figure 3, at high temperatures the slope of the line approaches
—2, corresponding to a 72 dependence. Note that the slope is allowed
to have a 7" dependence where n is greater than 2, especially when
the residual linewidth is small.
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Figure 3. Plot (solid lines) of Equation 34 vs. x relevant to the thermal broad-
ening of a spectral line for systems with three different values of the residual
linewidths. The variable x is related to temperature by x =/Aw/kT, so temper-
ature increases to the left. Values of the residual linewidths, in arbitrary units,
are also shown. The dotted line shows a T2 dependence.
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Figure 4. Log-log plot of the temperature dependence of the linewidth of the
2E—*A, transition of V** in bulk MgO. The residual linewidth is on the order
of 0.45 cm™!, and the slope of a best fit line to the data at high temperatures is
~22. 16

Experimental results of linewidths of sharp lines in solids are
consistent with Equation 34.1"'7 One example of this is the thermal
dependence of the linewidth of the 2E — *A, transition of V** in
MgO between 4 K and 460 K, as shown in Figure 4.'° The residual
linewidth of ~.45 cm™! is observed at low T, and a near constant slope
of ~2 at T > 150 K. In that work, the best fit line to Equation 33 was
found for Tp = 760 K and & = 377 cm ™.

Thermal shifting of spectral lines.— Any interaction of a system
an external agent will, in general, affect the energies of the states of the
system. Thus, we expect that phonons interacting with an ion in a solid
will shift the energy levels of the ion. As temperature increases, these
interactions also increase, leading to the so-called thermal shift of the
energy level. In a perturbation treatment, the change in energy the level
found in the diagonal matrix elements containing the Hamiltonian of
the perturbing interaction, i.e., matrix elements for which the initial
and final states of the system are unchanged. The contribution of the
electron-phonon interaction is a second-order effect, and so contains
the matrix element of AU between the zero™ order states, and of

AUY between the first order states. The relevant Raman processes
involve the virtual absorption and emission of phonon of the same
frequency. The correction to the energy of the electronic state due to

the electron-phonon interaction is given by:
2
Aeig = (i, | AU | b7, i)

Y (&, ml AU [bmx — 1) {dj.mx — 1AU D i, )
; €; —(Ej —h(,l)k/)

e AU (¢ {d; HAUL |¢;,
+Z(¢ | AU b ng + 1) (b ng + AU, | biy ng) (35]
J

€ — (Gj +ﬁ(0k)
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Using 49 and 50 to rewrite AU and A Ui(oz,), in terms of the creation
and annihilation operators, and assuming that |¢; — €;| > hAwy, 35

becomes

hw + f
Aeiy = —— (0| Valbi) (nel(@fay + aa))ing)
Mv;
fiox 5 [(951Vi19,)°
Mv? & € —€;

J
(nil(@r — @Dl — 1) — (@ — af)lng)
+nl(a — aDlng + 1) (ng + ag — afng)
[36]

Using the identities a|n) = /n|n — 1) and af|n) = /n + 1|n + 1),
36 reduces to

1V AP
Acix = mmm+z@£?&wmwn
j i

Mu; j
[37]

The thermal shift of the line is due only to the terms containing
ny. The total thermal shift is found by summing over all k. For large
particles, this sum can be approximated by an integral, so the total

shift is given by:

VAL
A¢; = (i Va]di) + Z W 2/p(®k) ophdoy
j !

J
[38]
Assuming the Debye distribution (o(w) = 3V w?/2n%v?), using
the equilibrium value of n;. as defined in 30, setting the upper limit of
the integral in 38 to the Debye frequency, and making the substitution
x =hw/kT, the thermal shift of a an energy level becomes:

Tp/T
8E‘ther = AV /

X
dx [39]
ex —1

where

o (kT [(051V110)]
AV—M@CF) mwmm+§}—;j;— [40]

Experimental measurements of lineshifts involve transitions be-
tween two levels, so the measured lineshift is the difference between
the shifts of the initial and final energy levels of the transition. It is
generally assumed that the measured shift will follow the same tem-
perature dependence as in 39, though AV will be different than in 40.
Thus, the experimentally measured thermal shift of a spectral line will
be described by the following:

Tp/T

8E‘ther = AV’

X
P 1dx [41]
0

The temperature dependence of the thermal shift of a spectral line
is determined by the T* term contained in AV’ and by the upper limit
of the integral. As T—0, the integral approaches a constant value, and
the line shift goes as T*. For large T, the integrand goes roughly as x?,
the integral goes as T3, and so the line shift is linear with T.

An example of this lineshift can also be found in the work by Di
Bartolo et al.,'® who measured the shift of the °’E — *A, transition of
V4 in MgO between 77 and 450 K, shown in Figure 5. The data in
Figure 5 show a decreasing slope as temperature increases, changing
from T3 at low temperatures to ~T' at higher temperatures, which
is consistent with Equation 41.
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Figure 5. Log-log plot of the temperature dependence of the line shift of
the 2E—“A, transition of V** in bulk MgO.'¢ The temperature dependence
is ~T%3 and low temperature and T'?2 at high temperature, consistent with
Equation 39.

The Phonon Density of States in Nanoparticles

To examine the phonon density of states (DOS) of a nanoparticle,
we consider a cubic solid with side length L and atomic spacing a.
The allowed standing waves in the crystal have wavelengths 2L/n,
where,n = (n} 4 n} +n?)'/?, and n, ny, n. are integers ranging from
1 to L/a. These wavelengths correspond to resonances in the crystal
and determine its phonon modes. The energy of a phonon in such a
solid is given by

hvy  hvg
€ = =
T T 2L

n, [42]

where v; is the velocity of sound in the crystal. Note that the maximum
phonon energy (when n = +/3L/a) is determined by the interatomic
spacing, and so is independent of the particle size, while the low
frequency phonons increase in energy as particle size decreases. Con-
sequently, many low frequency phonon modes that exist in the bulk
are no longer supported in a nanoparticle.

The phonon DOS of cubic nanoparticles 15 x 15 x 15 atoms
(L~3 nm), 25 x 25 x 25 atoms (L~5 nm), and 250 x 250 x 250
atoms (L~50 nm) have been calculated using the speed of sound equal
to 3400 m/s and an interatomic spacing of 0.2 nm. The modes were
accumulated in 1000 bins, each approximately 0.5 cm~"! in width. The
results are shown in Figure 6. We note the following:



R3176 ECS Journal of Solid State Science and Technology, 5 (1) R3170-R3184 (2016)

40 250x250x250 particles

Density of States (x1000)

100 200 300 400 500
Energy (1/cm)
100 - ‘ .

_25x25x25 particles |
wv
i)
S
wv
—
S
2
wv
c
9]
[a)]

Energy (1/cm)
40
15x15%15 particles 1
(%}
]
§ 30 1
)
Y
5 1
2
2 20 1
]
[a) 4
10 1

100 200 300 400 500
Energy (1/cm)

Figure 6. The phonon density of states vs. phonon energy of cubic nanopar-
ticles with 250 x 250 x 250 atoms, 25 x 25 x 25 atoms, and 15 x 15 x 15
atoms. The velocity of sound was set to 3400 m/s.

1. Forthe 250 x 250 x 250 atoms system, the phonon DOS exhibits
an ¢ dependence, as expected from the Debye theory, out to
a frequency at which the DOS reaches a maximum. At higher
energies, the phonon DOS is decidedly un-Debye-like, decreasing
smoothly to zero. This behavior is due to the finite size of the
crystal, as well as its cubic shape.

2. For the smaller particles, the phonon DOS as a discrete function,
especially at lower energies, with a large energy gap between
zero energy and the first mode. For 50 nm particle, however, the
DOS appears nearly continuous at all energies, and is similar in
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Figure 7. The phonon density of states at low phonon energies phonon energy
of cubic nanoparticles with 250 x 250 x 250 atoms, 25 x 25 x 25 atoms, and
15 x 15 x 15 atoms. The velocity of sound was set to 3400 m/s.

appearance to the DOS in a bulk cubic particle. Figure 7 shows
the DOS at low phonon energies, the region most affected by
particle size.

3. The results in Figures 6 and 7 are for cubic crystals, but the
discreteness of the DOS at low energies is a common feature to
all very small particles.

The discreteness of the phonon DOS of a small particle is due
to the fact that in going from a bulk crystal to a nanoparticle, the
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Figure 8. Emission spectra of the 4832 to 15y, transition in bulk (dotted line)
and nanocrystals (solid line) of Er:Y,0,S at 2.6 K.20

total number of phonon modes decreases drastically. This decrease is
easily estimated by noting that the total number of phonon modes is
simply 3N-6, where N is the number of atoms in the particle. N can

be estimated as
N\’
N ~ <7) [43]
a

For a bulk crystal with L = 0.3 cm and @ = 0.2 nm, 3N ~ 4.5 x
10?!, whereas when L = 3 nm, 3N ~ 4.5 x 10%. Thus, going from a
particle size of 0.3 cm to 3 nm the total number of allowed phonon
modes decreases by 18 orders of magnitude! As a result, the phonon
spectrum is no longer a continuous function of energy.

Given the importance that phonon-related processes play in
the luminescence from ions in solids, the change in the phonon
DOS going from a bulk crystal to a nanoparticle is likely to
have observable experimental effects. In the following sections,
we take note of experiments that have, or have not, revealed such
effects.

Effect of the Phonon DOS on the Establishment of
Thermal Equilibrium

Following absorption of a photon, a luminescent ion generally
relaxes to a state of quasi-thermal equilibrium; an excited state in
which the electronic and vibrational levels are populated according to
properly weighted Boltzmann factors. The relaxation to equilibrium
requires the participation of all phonon modes as well as the mixing
of those modes, and generally occurs on a picosecond timescale. For
small particles, where the low frequency modes are discrete and well
separated from one another, we may expect the establishment thermal
equilibrium following excitation to be inhibited.

Experimental evidence of this effect has been observed by G.
Liu et al.,”*?' who conducted emission and excitation experiments
on Er-doped Y,0; nanoparticles with radii ~400 nm and 25 nm.
Figure 8 shows an emission spectrum at 3 K of the Sz, — *I;12
transition of Er in Y,0; following excitation with a pulsed laser
into the *Fs), level. In the 400 nm particles, the emission originates
from only the lowest energy level (level (a) in Figure 8) of the *S3/
manifold, because in thermal equilibrium at 3 K only the lowest level
of the *S3/, manifold is occupied. In the 25 nm nanoparticles, however,
one observed anomalous hot emission bands that originate from the
upper crystal field level (level (b) in Figure 8) of the *Ss/, manifold.
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Figure 9. Excitation spectra of the 7F; to *I15, emission in bulk (dotted line)
and in nanocrystals (solid line) of Er:Y,0,S at 2.6 K.20

The data suggest that in the 400 nm particles there is fast relaxation
from level (b) of the *S3;, manifold to its lower level (a), leading to
emission only from the lower *S3/, level. In the 25 nm nanoparticles,
however, this relaxation from (b) to (a) is inhibited, since there is no
available mode to accept a phonon of that low frequency (~15 cm™").
Consequently, the one-phonon decay process at that energy does not
occur in the nanoparticle, allowing level (b) to remain populated long
enough to emit a photon.

Anomalous bands were also observed by Liu et al. in excitation
spectra of the same system (Figure 9). In the larger particles (dotted
line) at low temperature, the excitation spectrum shows four absorp-
tion transitions (1 — a, b, ¢, d) that lead to emission. This behavior is
completely unsurprising, since only the lowest energy level is occu-
pied before excitation. In the nanocrystals (solid line), however, the
excitation spectrum shows numerous lines in addition to the four lines
observed in the bulk spectrum. An analysis of these lines shows that
they represent transitions from crystal field levels 1-5 of the ground
“I;5,» manifold to the crystal field levels a - d of the excited “Fy,
manifold, as shown in the insert of Figure 9. This is rather surprising,
since thermal equilibrium demands that only the lowest energy level
be occupied at T = 2.6 K.

The results shown in Figure 9 are explained as follows. In the
excitation experiment, absorption of the exciting laser light into the
“F;;, level is followed by a fast relaxation to the lower S5, level.
This relaxation, which is accompanied by the emission of phonons, is
fast enough to occur before the laser pulse has ended. These phonons
created during relaxation may be absorbed by a nearby Er ion, causing
that Er ion to become excited to one of the excited levels in the ground
state manifold. This is done either via a direct one-phonon process or
via two phonon processes, namely Orbach or Raman processes. Once
in the upper levels of the s P ground state manifold, relaxation to
nearby lower levels becomes improbable due to the absence of phonon
modes at the required (low) energies for relaxation. As the laser pulse
continues, absorption from the now occupied higher levels of the *I;5/,
manifold to the *F3, levels results in the hot bands in Figure 9. We
note that at ~7 K, these hot bands disappear. Apparently, even at 7 K,
two-phonon processes are fast enough for thermal equilibrium to be
established on a sub-ns timescale.

These results demonstrate the effect of the discreteness of the
phonon DOS in small particles. However, they also hint that observing
such effects may be difficult; the discreteness of the phonon DOS
can be masked by second-order processes and/or by the mixing of
phonons due to anharmonic contributions to the potential, even at low
temperatures.
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Figure 10. Temperature dependence on the thermal broadening of a spectral line (given by the sum in Equation 48) for cubic nanoparticles (15 x 15 x 15-black,
25 x 25 x 25-blue, 100 x 100 x 100-red, 1000 x 1000 x 1000-green) for temperatures ranges 1-30 K and 30-700 K.

Thermal Broadening and Shifting of Sharp Spectral Lines
in Nanoparticles

Broadening of a spectral line in a nanoparticle— In Thermal
broadening and shifting of sharp spectral lines section, the broad-
ening of a spectral line was found to depend on the phonon DOS
and on the phonon occupation number of each state. Earlier, we
estimated the phonon density of states using Debye approxima-
tion, and the sum over all phonon states was carried out by inte-
gration. For nanoparticles, the phonon DOS is a discrete function
of phonon frequency, and the sum over states must be carried out
directly.

As discussed earlier, the thermal broadening of a spectral line
is mainly due to the Raman scattering of phonons. The rate of such
processes involving the absorption of a phonon from k and an emission
of a phonon into mode k' is given by Equation 27:

27 /12
(WRaman)kk’ = ﬁiz |0L | W Wy M (nk’ + 1) Q (('of) ’ [44]

where o is given by 26. The total transition rate is found by summing
44 over all final states of the lattice, subject to the condition that en-
ergy must be conserved. In nanoparticles, the phonon DOS, 0,4, (®),
depends on the size and shape of the sample. Examples are shown in
Figure 6. In describing the density of phonon states, it is important
to recall that each phonon mode represents a resonance of the solid,
having a peak, line shape (f{®w)), and line width (Aw). The phonon
DOS evaluated at frequency w; is

Onano (CO,) =8 (O‘)l) f (wl) s [45]

where g(w;) is the degeneracy modes at frequency w;. Though the line
shape is more correctly represented as a Lorentzian, we shall simplify
the shape to the “top hat” function, that is:

1/Awforo — Aw/2 <w < w+ Aw/2

0 elsewhere ’ [46]

f(w)= {
We also assume that linewidth of each resonance, Aw, independent of
. For sharp spectral lines, we further assume that the main contribu-
tion to the broadening occurs when |w; — wp| < Aw/2, that is, the

phonons in the scattering process are of nearly the same frequency. In
such a scheme, we may approximate the density of final states as

0(® 1) =Cnano (@) Cuano(®; VA A (@; — ;") = Qpomo (@) (Aw)?
[47]

Summing 44 over phonon frequencies, and using Equations 45-47,
the total transition rate of the Raman process is

27 12
Wianan = 2|0 38 (@) oy (s + 1) 2 (00) (A0)?
k

2
F?Mz Y& @ wln (e + 1) (48]
k

The degeneracy term g(w) includes all modes within a range w =+
Aw/2. In Figure 6, the energy axis is broken up into 1000 bins, each
with energy range Aw ~ 0.5 cm™'. g(wy) is given by the number of
modes in the k" bin, where wy, is the central frequency of the bin. The
term ny, carries the temperature dependence of the broadening. The
sum expressed in 48 was carried out for four particle sizes and over
a range of temperatures from 1 K to 700 K. The results are shown in
Figure 10. The vertical axis in Figure 10 is in arbitrary units, so the
curves show only the temperature dependence of the broadening. We
make the following observations regarding these results.

1. The strongest temperature dependence of the line broadening
occurs at temperatures below 10 K independent of particle size.
The temperature dependence is stronger for smaller particles in
this temperature range.

2. Above 300 K the curvature of the lines in Figure 10 are indepen-
dent of particle size, indicating that the thermal dependence of
the broadening is the same for all particle sizes.

3. Figure 10 also shows that above ~10 K the absolute broadening to
be larger for smaller particle sizes. However, this effect depends
on the details of the calculation (e.g. the binning of the data and
the “top hat” line shape function), and should not be taken too
seriously.

To understand the strong temperature dependence of the broaden-
ing at low temperatures, it is useful to consider not just the phonon
density of states, but also the occupancies of the phonon modes. Fig-
ure 11 shows the product Q,.,.(€)n(e) for the 3 nm particle at T =
10 K, 100 K, and 500 K. At 10 K, only a few modes are occupied, and
the phonon occupation numbers are very small, much less than 1. At
1 K, the occupancy of the lowest mode in the 3 nm particle is ~10723,
Thus, in a nanoparticle, there are essentially no phonons at 1 K, so
there is no broadening. This helps explain the strong dependence (on
a logarithmic scale) of the broadening in the 3 nm particles at low
temperature shown in Figure 10.
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Figure 11. Graphs showing the number of phonons as a function of phonon
energy, i.e. o(€)n(e) vs. €, for cubic nanoparticls 15 x 15 x 15 atoms (size
~3 nm) at T = 10, 100, and 500 K.

Using hole-burning experiments, Meltzer and Hong?* examined
the broadening of the ’Fy—°Dj transition of Eu, O3 spherical nanopar-
ticles of different diameters (5.4, 7.6, and 11.6 nm) at temperatures
between 4 K and 10 K. They observed a T" dependence, where 3 < n
< 4, for the thermal broadening of the line. This dependence is much
smaller than that shown in Figure 10 for the 5 nm particles, and was
also much smaller than their own calculated predictions. In contra-
diction to the results in Figure 10, the authors observed the thermal
broadening increasing as the particle size decreases. To explain this
they refer to calculations that posit an inverse relation between the
electron-phonon coupling and particle size.?®
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Figure 12. Linewidth vs. temperature of the R line in nanopowders (@, 28
nm, W, 58 nm, A, 250 nm), and in a single crystal (#) of Cr-doped YAG. The
solid lines are fits to Equation 33.

Erdem et al.>* measured the linewidth of the 2E—*A, transition of
Cr-doped YAG nanoparticles at temperatures from 30 K to 300 K as a
function of particle size (Figure 12). The results were fit to Equation 34
assuming Debye temperature of 550 K and where the electron-phonon
coupling parameter, o', was allowed to vary. The fits to equation (64)
are reasonable good, showing that even in nanoparticles as small as
28 nm behave similar to the bulk crystal. This is consistent with the
behavior shown in Figure 10. Excellent fits to Equation 34 were also
reported by Bilir et al. on the temperature dependence of the linewidth
of Nd nanoparticles ranging in diameters from 16 to 250 nm.>

It is interesting to note that in two of the above works’*? the
data indicate that the thermal broadening decreases as the particle
size decreases. The authors suggested this was due to the fact that
the electron-phonon coupling parameter decreases with particle size.
They explain this result as follows: ions near the surface have bond
lengths with neighbors that are slightly above the standard length,
which would decrease the overlap of the wavefunctions of the ion and
those of its ligands, thereby lowering the electron-phonon interaction.
This explanation is consistent with arguments that the electron-phonon
coupling depends on the covalency of ion-ligand bond, as covalent
bonds tend to have greater overlap between the wavefunctions of the
electrons associated with the ions with those of the ligands.!”~!%2¢ In
Reference 22, on the other hand, the authors measured the broadening
of Mn?* in ZnS nanoparticles of various sizes, and concluded that
particle size has no effect on the electron-phonon coupling.

The examples above show an unresolved conflict in the behavior
of the electron-phonon coupling as the particle size changes. Whereas
Meltzer et al.?> suggest an increase in the coupling as the particle
size decreases, the data from Erdem et al.>* and Bilir et al.>> suggest
a decrease in the coupling as particle size decreases. And finally
Suyver et al.”® conclude that electron-phonon coupling is independent
of particle size. Of course, the above works were done in different
temperature regimes (4—10 K, 30-300 K, 30-700 K, 4-300 K for Refs.
22-25, respectively), with particles of different sizes, and for weakly-
coupled®”~?* and strongly-coupled?® systems, so the conclusions are
not necessarily in conflict with one another. A definitive answer as to
how the electron-phonon coupling depends on particle size remains
elusive.

Shifting of a sharp spectral line in a nanoparticle— The theoret-
ical treatment of the thermal shift of the energy of the spectral line in
a nanoparticle begins with Equation 38 the shift due to a particular
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phonon mode, .
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(o Val + 3 V10

; € —€;

h
Aék = W Wg (Zl’lk + 1)
[49]
To find the total thermal shift of the particle, we neglect the contri-
bution of spontaneous emission in 49 (i.e., (2n; + 1) becomes (2n;)),
and sum 49 over all phonon modes. Referring to 45 and 46, the total
thermal shift can be written as:

\Y%
(i Valby) +27| ALY

Ae = Zg(wk) Wgg
(50]

The sum in 50 carries the temperature dependence of the thermal
line shift. Figure 13 shows the values of the sum in Equation 50 for
cubic nanoparticles (15 x 15 x 15,25 x 25 x 25, 100 x 100 x 100,
and 1000 x 1000 x 1000 atoms) at temperatures between 1 K and
700 K. Similar to the case of line broadening, the main differences
between the shiftin large and small particles occurs at very low temper-
atures. At high temperatures, the thermal shift is nearly independent
of particle size.

Erdem et al. studied the lineshift of the ’E—*A, emission line of
Cr** in YAG in nanoparticles and in a bulk crystal, and the results
are shown in Figure 14.>* The results show that the thermal lineshift
decreases as the particle size decreases. In that work, the lineshift was
fit to Equation 39 assuming a Debye temperature of 550 K, and it
was found that, as with the thermal line broadening data, the electron-
phonon coupling parameter decreased with particle size. Given the
lack of a comprehensive theory and the dearth of experimental data
on the dependence of the line shift on particle size, more work is
required to say definitively why the shift is less in smaller particles.

Mv?

Vibronic Transitions

Following excitation, the decay of an isolated ion can occur via (1)
emission of a photon, (2) emission of phonon(s), or (3) the emission
of a photon concurrent with the absorption or emission of one or more
phonons. This third process is referred to as a vibronic transition.
For broad-band emitters, these transitions are the dominant feature
in both absorption and in emission, whereas for sharp line emitters,
the vibronic transitions appear as sidebands to the zero-phonon line.
Figure 15 shows spectra of Cr-doped GGG, which produces both
broad band and sharp line emissions at high temperatures. At low
temperatures, this system shows a sharp zero-phonon line, with highly

structured sidebands, with no broad band emission. This type of emis-
sion, i.e., sidebands and a dominant zero-phonon line, is common
to most optically active ions that are weakly-coupled to the lattice.
Vibronic sidebands in weakly-coupled systems have been discussed
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Figure 14. Line shift vs. temperature of the R; line from Cr-doped YAG
nanopowders and from a single crystal. The blue lines are fits to Equation 39.



ECS Journal of Solid State Science and Technology, 5 (1) R3170-R3184 (2016)

=458.8 nm

I exc

61 Cr:GGG

5-

44

3-

Intensity (a.u)

640 660 680 700 720 740 760 780 800 820
Wavelength (nm)

Figure 15. Emission spectra of Cr>t in GGG. At low temperatures the emis-
sion is dominated by the R-lines (originating from the 2E level) and the vibronic
sideband. As temperature increases, a broad band emission from the Cr 4T2
level is also observed.

by several workers [e.g. 27-29]. In this section we focus on vibronic
transitions in such weakly-coupled systems.

Vibronic sidebands of sharp lines - Theory.— In this section we
review some theoretical aspects of vibronic transitions in the weak
coupling limit. In such systems, the narrow zero-phonon line is ac-
companied by sidebands, which result from the modulation of the
zero-phonon transition by the vibrations of the solid. In the low tem-
perature spectrum shown in Figure 15, one immediately notices the
rich structure contained in that sideband, structure that contains infor-
mation of the phonon density of states. To explain such a structure,
we must consider the interaction of the ion with the various phonon
modes of the crystal.

The transition rate of a vibronic transition involving the emission
of a photon and of a phonon in the k" mode is governed by terms
having the following form:

Wi o¢ [{d 511 O pi | ;1) (0 1k | O bimic) .2
+.1{ i1 Oraaljni) (st | Opn | bini) 11 [51]

where O,,4 and O, in Equation 51 represent the appropriate radiative
and nonradiative operators and ¢;, ¢;, and ¢y are the wavefunctions of
the initial, intermediate and final electronic states, respectively. The
first term in Equation 51 represents a process whereby a photon is
created in a transition from the initial electronic state to an interme-
diate electronic state, and then a phonon is emitted in the transition
to the final electronic state. The second term reverses the order of
these transitions. Figure 16 shows a schematic drawing of a vibronic
transition that represents by the second term in Equation 51.
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Figure 16. The vibronic emission process with states and transition operators
labeled according to irreducible representations.
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Figure 17. (a) The density of states of MgO as determined from neutron
scattering®! shown with (b) the vibronic sideband of MgQ:V?+ >

Each of the electronic wavefunctions and the operators have a
certain symmetry, and using group theory one can associate them with
certain irreducible representations. We make the following definitions.

I'; : the irreducible representation of the initial electronic state of
the transition

I’y : the irreducible representation of the final electronic state of
the transition

', : the irreducible representation of the radiative operator (We
will assume that this is the electric dipole operator.)

I',: the irreducible representation of the vibrational mode involved
in the transition

The selection rule for the vibronic transition, shown in Figure 16,
is that the direct product I'; x I', x ', must contain I's: That is

Fpel; xIy x T, [52]

We note that 52 is merely a selection rule, and can only be used
to determine if a particular transition can occur; it cannot be used to
determine the strength of a transition.

Vibronic sidebands of sharp lines - Experimental.— Consider
the case of a vibronic spectrum in emission at low temperature of
MgO:V2*, shown in Figure 17b.% V?>* is a ¢° ion surrounded by six
oxygen ions in octahedral symmetry. Because the site has inversion
symmetry, electric dipole transitions between two electronic states
within the @ configuration are forbidden. As a result, the purely ra-
diative transitions (accounting for the zero-phonon line) are driven
by the magnetic dipole operator. Odd vibrations of the local com-
plex destroy this inversion symmetry, so that the vibronic transitions
involving such vibrations are electric dipole allowed.
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Applying Equation 52 to the case of vibronic transitions in
MgO:V*, it is possible to determine which vibrations can contribute
to the observed phonon sideband. First, we observe that the normal
vibrational modes of the site symmetry of the octahedral group Oy
are either purely even or purely odd. The representation of the final
electronic state (I'y) of the V' ion is known to be even. Since the
electric dipole operator (I",,4) is odd, then a transition from the inter-
mediate state via the electric dipole, according to Equation 52, will
be allowed only if the intermediate state is odd. The initial (excited)
electronic state of V2* (I';) is also even, so that only odd vibrations
will be involved in the transition from I'; o T';. Thus, Equation 52
reduces to a statement of the parity selection rule.

It has been shown that of the phonons modes featured most promi-
nently in the density of states of MgO, most of them can induce the
octahedral complex to oscillate in one or more of its odd vibrational
modes.*® As a result, nearly all of the crystal phonon modes are able
to participate in the vibronic transitions. The phonon spectrum of the
MgO crystal (obtained by neutron scattering data)®' is shown in Fig-
ure 17a. The similarity of the shape of the low temperature vibronic
sideband (Figure 17b) to that of the phonon spectrum is striking,
and suggests that the vibronic sideband can be closely related to the
phonon spectrum of the lattice. That these two spectra show striking
similarities and that nearly all phonon modes of the MgO crystal can
cause local vibrations to participate in the transition is not coinci-
dental. However, proving that there is a one-to-one correspondence
between the peaks (and valleys) of the two spectra is not trivial, since
that would require calculating the transition probabilities for each of
the 3N-6 normal modes of the crystal. Even if such a calculation could
be done, it is no guarantee that such a calculation would be able to
reproduce the observed vibronic spectrum. Generally speaking, the
shape of the vibronic spectrum will not exactly mimic that of the den-
sity of phonon states. It may, however, be a practical way of gaining
insight into the phonon density of states for some crystals.

The above observations suggest that in small nanocrystals, where
the confinement on the density of states is most severe, one would
expect that changes to the density of states to be obvious in the vibronic
spectrum of the nanoparticle. In fact, such a result would represent
perhaps the most direct experimental evidence of the reduced density
of states in nanoparticles. Unfortunately, because of surface effects,
there is a significant amount of disorder in a nanoparticle, resulting in
a broadening of the zero-phonon line (and of the vibronic sidebands).
The sum of the contributions from various sites overlaps with a large
portion of the phonon sidebands of the zero phonon line from the
“normal” site. An example of this is shown in the vibronic spectra of
Cr-doped YAG nanoparticles shown in Figure 18. Perhaps due to the
fact that this overlap is most prominent near in the low energy range
of the sidebands, where the most obvious changes (i.e., discreteness
of the density of states and absence of the very low energy modes)
to the density of states occur, there is no reported vibronic spectrum
that clearly shows the vibronic spectrum changing with particle size.
The difficulty in observing this is also complicated by the fact that the
emission from nanoparticles is often very weak, probably because of
the large number of surface states.

Energy Transfer Among Ions in Nanoparticles

In the context of optically active ions in solids, energy transfer
refers to an excited ion transferring all or part of its electronic energy
non-radiatively to another ion. A theoretical treatment of this process
was first developed by Forster? and Dexter.’? Though energy transfer
is known to occur between a variety of different ions, we focus here
on energy transfer among like ions.

When like ions reside in identical sites in a lattice, energy transfer
will be a resonant process, and can be very efficient if the ion-ion
distance is short enough. As the concentration of the dopant increases,
the average ion-ion distance decreases and the probability per unit
time of energy transfer increases, and the excited electronic energy can
migrate through the lattice. In an ideal lattice (i.e. one with no defects)
such an energy transfer process, no matter how fast, will not affect
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Figure 18. Emission spectra at different temperatures of Cr: YAG particles of
28 nm, 58 nm, and >1000 nm. Notice the broadening of the spectral lines and
an enhanced background signal as the particle size decreases.

the luminesce properties of the system. However, defects are always
present in the lattice, and energy transfer from an excited ion to a defect
is possible. When the energy transfer becomes very fast the excitation
energy migrates rapidly through the lattice until it reach as defect site,
at which point the energy is lost. This is represented schematically
in Figure 19. In such a system, increasing the concentration of the
dopant ion has two effects on the luminescence properties of the
crystal: (1) a decrease in the luminescence intensity, and (2) a decrease
of the excited state lifetime of the dopant ion. The defect sites are
sometimes referred to as killer sites. The decrease in the luminescence
as concentration of dopant ions increases is referred to a concentration

quenching.
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Figure 19. Schematics showing energy transfer among like ions. The resonant
case is typical for bulk materials, and the non-resonant case is more common
to small nanoparticles, where disorder due to surface effects are responsible
for the lack of resonance.
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Figure 20. A plot of the luminescence intensity from Tb-doped Y,03
nanoparticles of different sizes.’® (Average particle sizes: 3 nm — as syn-
thesized, 6 nm - 300°C, 21 nm - 500°°C, 35 nm - 700°C, 58 nm - 900°C.)
Note that the curves are normalized so that the maximum emission intensity
from each sample is set to unity.

Now let us consider what happens in a nanoparticle. In the core of
the nanoparticle, the ions are located at sites that are nearly identical
to sites in the bulk. As one moves closer to the surface, however, these
sites become slightly distorted, and as a result the energy levels of the
ions shift, becoming out of resonance with those at the core. Energy
transfer between two ions that are not in resonance requires the
emission or absorption of one or more phonons to make up the energy
difference. The probability per unit time of this phonon-assisted
energy transfer due to the participation of modes with frequency w;
is given by:*

21th { Ry \' >
=%(—°) w0 (o) {1 (@) + 1n () (53]

k R

where s is the order of the multipole interation (s = 6 for dipole-dipole
interaction), V is the volume of thre nanoparticle, b contains to the cou-
pling between the two ions and the electron-phonon coupling, and/w;
is of the correct energy to make up for the energy mismatch between
the two excited levels. The terms in the curly bracket in 53 contain the
temperature dependence of the transfer rate, with top term appliying
to phonon emisison and the bottom term to phonon absorption.

As shown in Figure 20, in the case of resonant energy transfer the
energy is finally lost at a killer site, while in the non-resonant case,
the migration of energy is inhibited, and the energy may be given off
as luminescence.

In typical bulk crystals, the concentration quenching of lumines-
cence appears at dopant concentrations of approximately molar 1%.
As the concentration continues to increase, the total luminescence
from the crystal decreases. When the dopant level reaches several
molar percent (eg. 10 - 20%) the luminscence becomes difficult to
detect, having decreased by a few orders of magnitude. In basically
all bulk materials, the amount of luminescence efficiency at high
dopant concentrations continues to decrease as the concentration is
further increased.

In nanoparticles, several groups have found that the luminescence
in nanopaticles persists at higher dopant concentrations than in bulk
materials,»® and sometimes even increases with increasing dopant
concentration. Figure 20 shows the example of a Tb-doped Y,O3
system in which for the smallest particles the luminescence contin-
ues to increase at concentrations far higher than for the much larger
particles.*® For the largest sized particles, the luminescence intensity
drops precipitously at concentrations above ~5%, whereas for the
3 nm (“as synthesized”) particles the luminescence intensity is still
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increasing even at concentration of 50%. This is explained as being
due to the fact that as the nanoparticles decrease in size, the ions
become more and more out of resonance with one another, making
energy transfer less probable. Also, given that the phonon DOS term
in 53 becomes a higly discrete function for 3 nm particles, it is likely
that phonon modes present in the bulk that participate in the energy
transfer process are not available in the nanoparticles. Thus, the proba-
bility of energy transfer as particles size is decreased becomes smaller
for two reasons: (1) greater disorder leads to greater nonresonance
between ions, and (2) the reduced avaiabiltiy of phonon modes to
participate in the energy transfer process.>*

Conclusions

This paper presented some theoretical treatments of some nonra-
diative processes that affect the luminescence properties of optically
active ions in solids, and considered how such properties might be
affected as the size of the particles are reduced to the nano-regime.
This paper first presented a detailed discussion of the electron-phonon
coupling terms for the different adiabatic approximations were then
discussed. This electron-phonon coupling was the used to determine
the thermal broadening and shifting of sharp spectral lines of
optically active ions in solids. Integral to the broadening and shifting
of spectral lines, and indeed to most non-radiative processes, is the
phonon density of states in the system under investigation. Given that
one goal of the paper was to examine how non-radiative processes
depend on particle size, we then investigated how the phonon density
of states depended on particle size. This investigation consisted of
calculations of the phonon density of states for cubic nanoparticle,
where it was found that for very small particles, the phonon density
of states becomes very different than for bulk particles. The most
obvious change in the phonon density of states between macro and
nano systems occurs at the low energy end of the spectrum. With
this background, the question of how non-radiative processes in
doped insulators are altered as the size of the particles change from
macroscopic to nano-sized was considered.

The fact that the electronic states of optically active ions in insu-
lators are highly localized to the site of the ion, the general theory
of non-radiative transitions is largely unaltered as the particle size
changes. A review of the theory of thermal line broadening and line
shifting, presented early in the paper, allowed us to determine exactly
at what point the traditional theory had to be altered so as to be applied
to small particles, this point being where the phonon density of states
of the lattice is inserted into the theory. Using the calculated densities
of states for cubic nanoparticles, we examined the thermal broaden-
ing and shifting of spectral lines for various particle sizes over a wide
temperature range. Initial results hint that the effects of particle size
on the broadening and shifting of lines are most likely to be observed
only at low temperatures and in very small particles. Even in particles
on the order of 50 nm, one is unlikely to be able to discern any con-
tribution to theses processes due to confinement effects of the phonon
density of states. Also discussed were the following (1) how the re-
duced phonon density of states inhibits the systems ability to reach
thermal equilibrium, (2) possible changes in the vibronic sidebands,
and (3) how the large surface to volume ratio and the reduced density
of phonon states conspire to inhibit phonon-assisted energy transfer,
reducing the effect of concentration quenching of luminescence.
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